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RÉSUMÉ
Cette étude examine comment la complexité du texte affecte les processus de lecture à travers
différents types de textes en combinant la méthodologie d’oculométrie avec l’analyse de la surprise.
Nous avons créé un corpus en français avec des textes généraux, cliniques et médicaux, dans leurs
versions originales et simplifiées, annotés avec des mesures oculométriques complètes provenant de
23 participants. La modélisation linéaire à effets mixtes révèle que la surprise prédit significativement
les temps de lecture pour tous les types de textes, les textes médicaux montrant une sensibilité accrue
aux mots inattendus. De façon importante, la simplification a des effets différentiels selon le type de
texte : bien qu’elle ne réduit pas significativement les temps de lecture pour les textes cliniques, elle
diminue considérablement les temps de lecture pour les textes médicaux. De plus, la simplification
atténue l’effet de la surprise spécifiquement dans les textes médicaux, réduisant le coût cognitif
associé au traitement des mots inattendus.

ABSTRACT
The Impact of Text Complexity on Reading Behaviour : An Eye-Tracking and Surprisal Analysis
of French Texts

This study investigates how text complexity affects reading processes across different text types by
combining eye-tracking methodology with surprisal analysis. We created a corpus of French general,
clinical, and medical texts in both original and simplified versions, annotated with comprehensive
eye-tracking measurements from 23 participants. Linear mixed effects modelling reveals that surprisal
significantly predicts reading times across all text types, with medical texts showing heightened
sensitivity to unexpected words. Importantly, simplification has differential effects depending on text
type : while it does not significantly reduce reading times for clinical texts, it substantially decreases
reading times for medical texts. Moreover, simplification mitigates the effect of surprisal specifically
in medical texts, reducing the cognitive cost associated with processing unexpected words.

MOTS-CLÉS : oculométrie, textes médicaux et généraux, français, traitement cognitif.
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1 Introduction

Text readability provides indications of how easily a given text can be read, understood, and used
(Pitler & Nenkova, 2008). This becomes particularly important in specialized domains such as
medicine, law, or physics, where texts often contain domain-specific terminology, complex sentence
structures, and dense informational content. Compared to general language, such texts pose greater
challenges for non-expert readers, leading to increased comprehension difficulty (Eklics & Fekete,
2024; Brown, 2008). The measure of text complexity has been addressed by researchers for a long
time. Early readability assessment methods, such as the Flesch Reading Ease (Flesch, 1948) or
the Gunning Fog Index (Gunning, 1973), attempted to estimate text complexity through simplistic
formulas, though their limitations in specific domain have since been widely recognized ((Zheng
& Yu, 2017; Kim et al., 2007). With the rise of machine learning and deep learning, data-driven
readability models have been developed to improve upon traditional formulas. These approaches
use a wide range of features collected at lexical, syntactic and semantic levels, and extracted from
large corpora to train classifiers or regressors that predict readability scores (François & Fairon, 2012;
Gooding et al., 2021; González-Garduño & Søgaard, 2017). Lately, neural models are being adapted
for readability prediction and are used alone or in combination with linguistic features, thus improving
overall prediction quality (Nadeem & Ostendorf, 2018; Deutsch et al., 2020; Martinc et al., 2021).

Yet, despite advances in computational metrics for quantifying linguistic complexity, it remains
unclear whether the existing measures can reliably predict the reading behaviour of readers across
different text types. One recent approach is based on the notion of surprisal, an information-theoretic
measure that quantifies how unexpected a word is given its preceding context (Hale, 2001; Levy,
2008). Surprisal, being based on contextual predictability rather than surface features, may provide
more domain-robust predictions of reading difficulty. Higher surprisal values indicate that a word is
less predictable, reflecting a greater cognitive load during sentence processing. Although previous
studies have established that higher surprisal values are associated with increased processing difficulty
((Lowder et al., 2018; Goodkind & Bicknell, 2018; Levy, 2013), most research has focused on general
reading patterns rather than examining variations across original and simplified texts, or texts from
different domains. In our work, we propose to study how eye-tracking indicators correlate with the
notion of surprisal.

FIGURE 1 – Fixation Heatmap from eye-tracking data. This visualization shows where readers
focused on the text : green indicates short fixations, while red highlights longer fixations.

Eye-tracking technology offers objective insights into real-time reading behaviour (Duchowski,
2007), making it a promising method for assessing text complexity. Eye-tracking indeed provides
reliable, objective data on the reading process (Ahmed et al., 2016; Cromley et al., 2010). Hence,
researches have demonstrated that several key eye-tracking metrics correlate with reading ease and
text complexity (Salvucci & Goldberg, 2000; Duchowski, 2007; Radach & Kennedy, 2013) :

— Fixations are brief pauses during reading. Longer fixations (see Figure 1) indicate higher
cognitive load and processing difficulty.

— The number of fixations is important because a greater number of fixations on a word suggests



an increased lexical difficulty or ambiguity.
— Saccades are rapid eye movements between fixations, occurring when the eyes move quickly

without processing visual information.
— Regressions are movements back to earlier parts of the text, often due to comprehension

challenges (Rayner, 1998) or the need to reexamine recent content.
Analyzing these indicators enables researchers to identify specific words or passages that contribute
to reading difficulty, thereby informing more effective evaluation of text complexity.

The purpose of our study is to address two key questions :

(1) How do eye-tracking metrics (e.g., fixation durations, regression patterns, and re-reading times)
differ when non-experts read various types of texts (original vs. simplified, specialized vs. general) ?

(2) To what extent can surprisal, as a measure of linguistic complexity, account for or predict these
differences in reading behaviour?

By comparing eye-tracking indicators across text types and correlating them with computed surprisal
values, we seek to uncover whether surprisal reflects the cognitive effort during reading or if other
factors inherent to text complexity play a more decisive role. This investigation, which is positioned at
the cross-road of NLP and psycholinguistics, will contribute to a deeper understanding of the interplay
between linguistic complexity and reading behaviour, particularly among non-expert audiences.

Besides, a specific accent is put on the textual data processed. Our corpus contains three categories of
texts : (1) general-language texts from Wikipedia covering common topics, (2) medical texts from
Wikipedia covering medical topics, and (3) clinical texts, that are clinical cases, typically created
within clinical healthcare process of patients. The original versions of texts are simplified manually,
and both versions (original and simplified) are studied through eye-tracking and surprisal measures.

The remainder of this paper is organized as follows. Section 2 reviews related work in eye-tracking
and surprisal research. Section 3 describes our dataset and experimental methodology, including
details on the eye-tracking setup. Section 4 outlines our approach to computing surprisal and the
subsequent analysis. In Section 5, we present our findings and discuss their implications. Finally,
Section 6 concludes the paper and suggests directions for future work.

2 Related Work

2.1 Eye Tracking in (Psycho)linguistics in Relation with Text Complexity

Eye-tracking technology is being widely used for various tasks in the linguistics and NLP domains.
We present here some eye-tracking works related with the study of text complexity. These studies are
done with different populations and types of texts.

The research by (Singh et al., 2016) uses eye-tracking data to predict the complexity of sentences. First,
the authors build a model trained on real human reading data (from the Dundee eye-tracking corpus
(Kennedy et al., 2013)) and linguistic features known to affect reading difficulty (word frequency,
sentence structure, surprisal, etc.). Then, they apply the model to unseen sentences to automatically
detect the sentences that are difficult to read. The study shows that automatically predicted eye-
tracking measures can indeed serve as a strong indicator of text complexity and detection of difficult
sentences. In another study, the researchers address the reading and processing of health-related texts



by comparing how third-year medical students and residents read and solve two patient cases on
cardiac failure and pulmonary embolus, revealing that residents arrive at correct diagnoses more
rapidly and with fewer fixations (Vilppu et al., 2016). A differential analysis of reading patterns
across original and simplified medical texts has also been proposed (Grabar et al., 2018). The
researchers found that simplification leads to fewer and shorter fixations while lengthening saccade
amplitude. This indicates that technical medical terminology in original texts typically necessitates
multiple fixations, whereas simplified versions enable more efficient and continuous reading processes.
However, this experiment was carried out on very short passages and only compared original versus
simplified medical texts. Yet another study (Mézière et al., 2023) compares three commonly used
reading comprehension tests (YARC, GORT-5, WRAT-4) that vary in silent reading, oral reading,
and cloze tasks. Eye-tracking measures explain substantially more variance in comprehension than
reading speed alone, although no single measure is predictive for all tests—highlighting how different
tests involve distinct cognitive processes and suggesting that eye-tracking can be a valuable tool for
assessing reading comprehension.

Eye-tracking technology can also be used with patients. Hence, eye-tracking can assess reading
behaviour in real time, revealing subtle eye-movement biomarkers of dyslexia without requiring
verbal responses and offering a non-invasive way to identify at-risk children (Rubino & Minden,
1973; Nilsson Benfatto et al., 2016). Also, eye-tracking can be used with individuals on the autism
spectrum to detect distinct attention patterns and provide insights into the comparative effectiveness
of photographs, symbols, and human-produced easy-read documents (Yaneva et al., 2015).

2.2 Surprisal in Language Processing

Previous studies on surprisal (the unexpectedness of a word given its context) observed that higher
surprisal values are associated with increased processing difficulty of texts. Hence, in one work the
researchers demonstrated that lexical surprisal significantly predicts reading times (Fernandez Mon-
salve et al., 2012). Using both word-based (lexicalized) and POS-based (unlexicalized) models (PSGs
and RNNs) trained on a large corpus, they found that higher surprisal leads to longer reading times,
with notable spill-over effects from preceding words. Another study is related to reading times across
languages (de Varda & Marelli, 2022). The researchers use mBERT to obtain bidirectional surprisal
estimates from texts and analyze eye-tracking data from the MECO corpus covering 12 languages
(Kuperman et al., 2022). Their findings show that higher surprisal robustly predicts longer reading
durations across several fixation measures (such as first fixation, gaze duration, and total reading
time). Notably, the study reveals that these surprisal effects are stronger in native L1 reading than
in non-native L2 reading, highlighting how language proficiency modulates reliance on contextual
prediction. Yet another study examines how word predictability and contextual semantic coherence
contribute to reading behaviour (Salicchi et al., 2023). The authors compare several regression mo-
dels : baseline lexical features alone, lexical features augmented with surprisal scores computed with
GPT2-xl, semantic cosine similarity from SGNS or BERT, and a hybrid model including all predictors.
The authors test the models on the GECO (Colman et al., 2022) and Provo (Luke, 2022) eye-tracking
corpora, and show that the hybrid model consistently outperforms those relying on a single factor.
Notably, semantic relatedness based on BERT embeddings yields better predictions than static em-
beddings, highlighting that while surprisal reflects the predictability (syntagmatic relationships) of a
word, semantic relatedness captures its contextual coherence (paradigmatic relationships).

In our research we want to investigate whether the surprisal measure can predict variations in reading



behaviour among individuals exposed to different types of texts. By correlating surprisal values with
eye-tracking metrics we aim to determine if higher surprisal consistently corresponds to increased
cognitive load and distinct reading patterns.

3 Dataset and Experimental Setup

For this study, we constructed a novel dataset of French texts that spans both general and medical
domains. The dataset was built by leveraging excerpts from two corpora, CLEAR (Grabar & Cardon,
2018) and CAS (Grabar et al., 2020), which include a variety of source materials such as Wikipedia
articles 1, literature reviews, drug leeflets, and clinical cases. Our dataset is composed of three main
categories of texts :

— Medical texts : three Wikipedia articles on medical topics (ulcer, obstetrics, and stroke).
— General-language texts : two Wikipedia articles on common topics (weekend and Camelot).
— Clinical cases : two clinical case reports that describe patients’ symptoms, diagnoses, treat-

ments, and follow-ups. Clinical cases are published by medical doctors in medical journals on
various clinical issues (procedures, diagnosis, treatments...) of real or fake patients. Clinical
cases are anonymized. They resemble hospital discharge summaries, describe typical clinical
situations and are rich in medical terminology. The two clinical cases exploited are related to
gastroenterology and toxicology.

In addition, all the texts have undergone a process of manual simplification following the guidelines
outlined in (OCDE, 2015). This simplification was performed at three levels :

— syntactic : breaking down complex sentences into simpler, more digestible segments,
— lexical : replacing technical terms with synonyms, hyperonyms, or explicit definitions,
— semantic : enhancing the text with additional contextual information through examples,

definitions, and clarifications.
Overall, simplified texts typically have a higher number of sentences due to syntactic simplification,
achieved primarily through segmentation of complex sentences. Also, simplified versions often contain
more words, reflecting lexical substitutions (synonyms, hyperonyms) and semantic clarifications
(added definitions or examples). At the lexical and semantic levels, our simplified texts use various
simplification strategies, such as providing explanations immediately after the technical term, before
the term, or via integrated paraphrase. Table 1 shows an original–simplified pair illustrating one of
these strategies : explanation of the term immediately after the term using parenthesis. Generally,
we can observe several modifications in simplified versions : including parenthetical explanations
(analyses des bactéries éventuelles dans le sang)/(tests for possible bacteria in the blood) after
hémocultures/blood cultures ; term rephrasing (ont montré la présence/showed the presence of ) instead
of a more straightforward ont permis d’isoler/made it possible to isolate ; explicit addition of hypernym
bactérie/bacterium to Staphylococcus aureus. Overall, we assume that, through simplification, medical
information remains accurate : the technical term hémocultures/blood cultures is preserved (with
explanation), and the bacteria name is maintained.

The texts are divided into two complementary sets A and B. If a given text appears in its original form
in one set, its simplified version is included in the other set. Thus, each participant reads only one
version of any text, preventing potential bias from familiarity with both versions of one text. Texts
are presented to participants paragraph by paragraph to accommodate the presentation screen. To
maintain participant attention, some screens include comprehension questions.

1. https://fr.wikipedia.org

https://fr.wikipedia.org


French Sentence English Translation
Original : Les hémocultures ont permis
d’isoler un staphylococcus aureus.

Original : Blood cultures made it possible
to isolate a Staphylococcus aureus.

Simplified : Les hémocultures (analyses
des bactéries éventuelles dans le sang) ont
montré la présence de la bactérie Staphylo-
coccus aureus.

Simplified : Blood cultures (tests for pos-
sible bacteria in the blood) showed the pre-
sence of the Staphylococcus aureus bacte-
rium.

TABLE 1 – Examples of simplification

The original clinical corpus comprises 653 words in total, the original general corpus 1,684 words,
and the original medical corpus 2,906 words. Table 2 in the Appendix contains the full breakdown by
screen and sentence.

A total of 23 native French-speaking participants took part in the eye-tracking experiment (ages
ranging from 18 to 39, Mean = 22.95, SD = 5.33). Participants come from various social back-
grounds - including students, doctoral students, and working professionals - but none have medical
training. The experiment is conducted using a Tobii Pro Spectrum eye-tracking camera. According
to the experimental protocol, each participant silently and naturally reads one of the two text sets.
Overall, each participant reads 7 texts (two clinical cases, two general and three medical texts), while
each text is read (or annotated) by 11 to 12 different participants.

To investigate the cognitive processes underlying reading, we employ several well-established eye-
tracking indicators. These measures capture different stages of reading - from initial lexical processing
(word recognition) to later integrative efforts (assimilation of the information read) - and are sensitive
to variations in text complexity and processing difficulty. In our analysis, we focus on the following
indicators (Hyönä & Kaakinen, 2019; Rayner, 1998) :

— First-pass first fixation duration (FPFFD) : the duration of the very first fixation on a word or
region during its initial encounter. It reflects the immediate, early processing of the word ;

— First-pass duration (FPD) : the total time spent fixating on a word or region during the first
pass (i.e., before any regression occurs). This measure captures the initial processing time
required for lexical access and early comprehension ;

— Regression-path duration (RPD) : the sum of fixation durations from the moment a reader first
enters a region until he moves past it to the right, including time spent on regressions to earlier
parts of the text. It indicates processing difficulty that causes re-reading and re-analysis ;

— Re-reading duration (RRD) : the total time spent fixating on a word or region during re-
readings (after the initial pass). This measure reflects additional processing or integration
efforts when comprehension is challenged ;

— Total duration of fixations (TDF) : the cumulative duration of all fixations on a word or region,
including both the first pass and any subsequent re-readings ;

— Number of fixations (NoF) : the total count of fixations on a word or region during reading.



4 Methodology

Our methodology relies on the notion of surprisal, an information-theoretic measure that quantifies
how unexpected a word is given its preceding context (Hale, 2001; Levy, 2008). Mathematically, the
surprisal of a word w given its context c is defined as : Surprisal(w | c) = − log2 P (w | c), where
P (w | c) is the conditional probability of w based on the context c. This can also be understood as the
logarithm of the ratio between the prefix probabilities computed before and after a word is processed.
Higher surprisal values indicate that a word is less predictable, which is hypothesized to correlate
with increased processing difficulty during reading.

To estimate these probabilities for French texts, we employ a pre-trained French GPT-2 model
gpt-fr-cased-base 2. This model was specifically trained on a large and diverse corpus of
French text (1,017B parameters), making it well-suited for capturing French linguistic patterns and
probabilities. As an autoregressive language model, it naturally produces the conditional probabilities
needed for surprisal calculations. Although newer language models are available, GPT-2 remains
a standard choice for surprisal estimation in psycholinguistic research due to its computational
tractability and established validation against human reading data in prior studies. This model uses
subword tokenization (e.g., Byte-Pair Encoding) to decompose words into smaller units. Even if this
tokenization is not linguistically grounded, it enables to handle rare or morphologically complex
words more effectively.

Then, we merge surprisal values computed for subtokens to get a single surprisal value per word.
Specifically, if a word is split into subtokens ti, ti+1, . . . , tj , we sum the surprisal values for those
subtokens to produce a single word-level surprisal. This approach sums surprisal values (measured in
bits as − log2(P )), not probabilities themselves, which ensures mathematical validity since surprisal
values are additive by definition. These word-level surprisal measures are aligned with eye-tracking
data to explore how surprisal predictability affects reading behaviour observed with eye-tracking.
For instance, we examine whether words with higher surprisal (i.e., lower predicted probability)
are associated with eye-tracking indicators suggesting greater processing difficulty, like longer
fixation durations or increased regression counts. In subsequent statistical analyses, correlations
using Spearman methods (Spearman, 1904) are computed between surprisal values and eye-tracking
measures, while controlling for factors such as text version (original vs. simplified) and text genre
differences. We also employ LMEMs (Linear mixed effects models) to analyze how surprisal, text
type, and simplification influence reading times while controlling for participant-specific variation.
LMEMs are statistical models that account for both fixed effects (e.g., experimental manipulations)
and random effects (e.g., individual variability) simultaneously. Specifically, we model reading
measures (e.g., first-pass duration, total fixation times) as a function of surprisal (centered), text type
(medical vs. clinical), and version (original vs. simplified), including all possible interactions as fixed
effects.

5 Results and their Discussion

We present the results across three lines : global descriptive statistics, statistical correlation analysis
between surprisal and eye-tracking measures, and LMEM analysis.

2. https://huggingface.co/asi/gpt-fr-cased-base

https://huggingface.co/asi/gpt-fr-cased-base


Descriptive Statistics. Tables 3 and 4 in the Appendix present the descriptive statistics for six
eye-tracking measures across different text types (clinical, general, and medical) in both original and
simplified versions. Overall, the data reveals several notable patterns. (1) There are evident processing
differences between original and simplified texts : in most cases, simplified versions show reduced
reading times across multiple measures compared to their original counterparts, suggesting improved
readability, as has been observed in a previous study with experimental data comparable to ours
(Grabar et al., 2018). (2) Text type variations are also observed, with clinical texts generally exhibiting
longer fixation durations and more fixations than general texts, indicating higher processing demands.
(3) Regarding measure variability, regression-path duration (RPD) and re-reading duration (RRD)
show considerably higher standard deviations compared to other measures, reflecting the variable
nature of regression and re-reading behaviours among readers. (4) For fixation patterns, the mean
number of fixations (NoF) ranges from 1.10 to 1.81 across different text types, with clinical texts
generally requiring more fixations than general texts. Thus, the clinical text related to gastroenterology
shows the most pronounced difference between original and simplified versions, with substantial
reductions in all eye-tracking measures after simplification. For instance, the mean first-pass duration
decreases from 197.88 ms to 116.79 ms, and the total duration of fixations from 404.38 ms to 247.74
ms. Medical texts show consistent but more moderate improvements with simplification, particularly
for the ulcer text, where the total fixation duration is reduced from 282.05 ms to 245.39 ms after
simplification. Finally, general texts display the smallest differences between original and simplified
versions, suggesting that these texts may be more accessible in their original form compared to
specialized medical and clinical texts. By comparing these descriptive statistics across text types and
versions, we can gain a preliminary understanding of how linguistic complexity and text simplification
may affect reading behaviour.

FIGURE 2 – Correlation of eye-tracking measures with surprisal for the three text types and their two
versions. 1st line : clinical original, clinical simplified, general original. 2nd line : general simplified,
medical original, medical simplified.

Correlation. The Spearman correlation matrices (Figure 2) reveal systematic relationships between
word surprisal and eye-tracking measures across text types, confirming that less predictable words



also require more effort during reading. The strength of these relationships varies by text type :
clinical texts show the strongest correlations (first-pass duration : r = 0.36 ; total fixation duration :
r = 0.47), followed by general texts (first-pass duration : r = 0.30 ; total fixation duration : r = 0.42),
with medical texts showing the weakest correlations (first-pass duration : r = 0.25 ; total fixation
duration : r = 0.38). Re-reading duration consistently shows the weakest correlation with surprisal
across all text types (r = 0.13-0.16), suggesting that later reading processes are driven by factors
beyond local word predictability. Strong intercorrelations exist among reading measures themselves,
with first-pass measures highly correlated (r > 0.95), as are total fixation duration and number of
fixations (r > 0.97). Regression-path duration correlates with both early and late measures (r > 0.82),
suggesting it captures both initial processing of words and difficulties with the integration of words.
These findings support information-theoretic accounts of language processing, with the stronger effect
in clinical texts potentially reflecting challenges in processing specialized terminology. The weaker
correlation with re-reading duration suggests that multiple reading stages may be differently affected
by word predictability.

FIGURE 3 – Coefficient values and significance levels for Linear Mixed Effects Models across six
eye-tracking measures.

Surprisal Effects Across Eye-Tracking Measures. To obtain a comprehensive understanding of
how surprisal affects reading processes, we conduct Linear Mixed Effects Models (LMEMs) on the
six eye-tracking measures. These measures capture different aspects of reading, from early word
recognition to later integration processes. All models include surprisal, text type, and simplification
as fixed effects, with all possible interactions, while controlling for participant variability as a
random effect. The analyses (Figure 3) reveal several consistent patterns across measures. First,
surprisal significantly predicts reading times across all measures (all p < 0.001), confirming that less
predictable words consistently require more processing resources. This effect is particularly strong
for total duration of fixations (β = 13.970) and regression-path duration (β = 11.349), compared to
first-pass measures (first-pass first fixation duration (FPFFD) and first-pass duration (FPD)). Second,
medical texts consistently show longer reading times than clinical texts across all measures, with
the largest effects observed for regression-path duration (β = 63.718) and total duration of fixations
(β = 57.998). Interestingly, simplification alone does not show a significant main effect for most
measures, suggesting that simplification benefits are context-dependent. It is important to note that, in



our case, simplification does not mean eliminating difficult medical terms. The simplified versions still
contain technical terminology, but these terms are accompanied by explanations or synonyms. This
means that readers still encounter specialized vocabulary, but with additional support. Participants
often skim or skip over dense jargon in short clinical cases, which can lead to lower measured fixation
times per word than in longer, more uniformly processed medical texts. Indeed, the purpose of
simplification is to find the most effective strategies for making text more readable while preserving
essential information.

The interaction effects reveal more nuanced patterns across different reading measures. Hence, the
interaction between text type and surprisal is significant for most measures, indicating that medical
texts show stronger sensitivity to surprisal than clinical texts. For example, in first-pass duration,
surprisal increases reading time by 6.38ms per unit in clinical texts, and by up to 9.06ms in medical
texts (β = 2.681, p < 0.001). This pattern is even more pronounced for total duration of fixations
(β = 8.270, p < 0.001). We also find a significant link between text versions for several measures,
most notably first-pass duration (β = −10.028, p < 0.001), total duration of fixations (β = −12.799,
p = 0.001), and number of fixations (β = −0.086, p < 0.001). This indicates that simplification
substantially reduces reading times specifically for medical texts compared to clinical texts.

The most theoretically significant finding is the three-way interaction between surprisal, text type, and
simplification, which is significant for first-pass duration (β = −1.521, p = 0.008), total duration
of fixations (β = −3.175, p < 0.001), and number of fixations (β = −0.016, p < 0.001). This
interaction reveals that simplification reduces the effect of surprisal specifically in medical texts. For
instance, in original medical texts, surprisal increases first-pass duration by 9.06ms per unit, but
in simplified medical texts, this effect decreases to 7.54ms. The effect is not significant for early
measures like first-pass first fixation duration (p = 0.898) or later measures like re-reading duration
(p = 0.217), suggesting that simplification impact on surprisal processing occurs primarily during
initial word processing but not during the very earliest stages of word recognition or later re-analysis.

Comparison of early and late measures reveals that the effects of surprisal and the benefits of
simplification are most pronounced in measures that capture overall reading behaviour (total duration
and number of fixations) rather than just initial processing. This suggests that simplification not only
facilitates initial word recognition, but also reduces the need for multiple fixations and extended
processing time. Our findings, showing that surprisal significantly predicts reading times across
all measures, align with established works (Fernandez Monsalve et al., 2012). However, our study
extends previous research through the novel discovery that simplification benefits vary significantly
by text type, with the three-way interaction revealing that simplification specifically reduces surprisal
effects in medical texts but not clinical texts - a finding that refines our understanding of how text
adaptation strategies should be tailored to specific domains.

6 Conclusion and Future Work

This study examined how text simplification affects reading processes across different text types
through a combination of eye-tracking methodology and surprisal analysis, which quantifies how
unexpected a word is given its preceding context. We created a corpus of French general, clinical, and
medical texts in both original and simplified versions, annotated with comprehensive eye-tracking
measurements from 23 participants. This corpus will be made publicly available, providing a resource
for researchers investigating reading processes, and domain-specific language processing.



Our analysis across multiple eye-tracking measures revealed that surprisal significantly predicts
reading behaviour in all text types, with medical texts showing heightened sensitivity to unexpected
words. We found that simplification benefits are not uniform across text types. While simplification
had minimal effects on clinical texts, it substantially reduced reading times for medical texts and
mitigated the impact of surprisal specifically in these texts. This differential effect was consistent
across multiple eye-tracking measures, particularly in those capturing overall reading behaviour rather
than just initial word recognition.

We plan to expand the corpus by increasing both the number of annotated texts and the number of
participants. Particularly important will be the inclusion of pathology speech students as an additional
participant group, which will allow to examine how domain expertise modulates the effects of surprisal
and simplification. This comparison could reveal whether experts process specialized terminology
differently and whether simplification benefits vary with expertise level.

We note that simplified texts in our corpus tend to be longer and contain a higher proportion of content
words, which could influence surprisal estimates. We plan to apply post-hoc POS-based filtering of
function versus content words in future work to isolate this effect.

We also intend to employ multiple language models for surprisal calculation to ensure robustness and
to investigate whether different models capture different aspects of predictability in specialized texts.
Furthermore, future analyses will explore additional psycholinguistic phenomena (such as spillover
effects (Shvartsman et al., 2014), entropy (Arora et al., 2022), perplexity (Jurafsky & Martin, 2025),
etc.). These more detailed analyses may reveal subtler aspects of how predictability influences reading
across different text types and simplification versions.
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7 Appendix

TABLE 2 – Comparison of Original and Simplified Texts

text_type text_name version total_screens total_sentences total_words

clinical toxico original 4 19 398
simplified 5 29 469

clinical gastro original 3 13 255
simplified 3 13 336

general weekend original 9 31 844
simplified 9 49 811

general camelot original 8 42 840
simplified 8 58 880

medical obstetrique original 12 57 1104
simplified 12 65 1202

medical avc original 3 10 276
simplified 3 22 328

medical ulcere original 15 77 1526
simplified 15 92 1551



TABLE 3 – Descriptive Statistics of Eye-Tracking Measures (Part I) : FPFFD = First-pass first fixation
duration ; FPD = First-pass duration ; RPD = Regression-path duration.

text_type text_name version FPFFD FPD RPD

mean std mean std mean std

clin. toxico or. 101.21 128.87 151.34 266.28 331.09 1500.39

simp. 112.13 130.73 159.34 242.63 287.43 870.36

clin. gastro or. 115.26 132.53 197.88 347.11 410.41 1438.92

simp. 93.27 118.73 116.79 169.15 251.28 1086.57

gen. camelot or 101.68 128.99 131.28 194.47 259.19 1040.46

simp. 93.37 123.81 114.97 173.14 242.14 1060.20

gen. weekend or. 93.38 121.40 112.32 159.28 230.88 904.47

simp. 100.30 120.81 123.28 166.54 234.55 714.41

med. avc or 95.30 123.90 119.36 173.99 305.87 1197.42

simp 94.08 124.07 112.69 170.27 293.71 1351.04

med. obstetrique or 97.05 124.70 132.02 206.52 300.07 1260.04

simp 93.84 124.99 125.84 208.63 277.25 1244.52

med. ulcere or 104.85 129.98 140.09 210.28 283.81 1164.95

simp. 93.79 126.52 114.28 177.77 248.94 1186.59



TABLE 4 – Descriptive Statistics of Eye-Tracking Measures (Part II) : RRD = Re-reading duration ;
TDF = Total duration of fixations ; NoF = Number of fixations.

text_type text_name version RRD TDF NoF

mean std mean std count mean std

clin. toxico or. 179.74 1463.75 328.82 470.65 4378 1.50 1.89

simp. 128.10 829.77 285.45 335.17 5628 1.32 1.37

clin. gastro or. 212.53 1396.26 404.38 474.86 3060 1.81 1.88

simp. 134.50 1060.52 247.74 311.72 3696 1.20 1.38

gen. camelot or. 127.92 1011.99 257.49 295.63 9240 1.20 1.21

simp. 127.16 1030.35 240.90 307.84 8800 1.13 1.29

gen. weekend or. 118.55 873.70 227.47 259.78 9281 1.10 1.16

simp. 111.26 683.13 233.03 245.22 9732 1.13 1.09

med. avc or. 186.51 1173.32 304.49 316.07 3312 1.46 1.40

simp. 181.02 1314.81 291.10 347.67 3608 1.37 1.42

med. obstetrique or. 168.05 1220.99 296.61 379.03 12144 1.41 1.65

simp. 151.41 1217.82 275.50 323.60 14424 1.31 1.36

med. ulcere or. 143.72 1137.19 282.05 313.80 18312 1.30 1.29

simp. 134.66 1158.02 245.39 313.17 17061 1.15 1.30
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