
Incomplete Pictures: A State of the Art Study on Bias in Large
Language Models

Trung Hieu Ngo1

(1) Nantes Université, École Centrale Nantes, CNRS, LS2N, UMR 6004, F-44000 Nantes, France
trung-hieu.ngo@univ-nantes.fr

RÉSUMÉ
Les grands modèles de langage (LLM) pré-entraînés ont transformé le traitement du langage na-
turel (TALN) et les tâches quotidiennes, surpassant les méthodes traditionnelles. Leurs interfaces
conversationnelles, comme ChatGPT, ont démocratisé leur accès, facilitant l’écriture, le codage et
les conseils de santé. Entraînés sur d’immenses corpus textuels issus d’internet, les LLM héritent de
biais, perpétuant des stéréotypes qui peuvent fausser les représentations linguistiques et causer des
préjudices représentationnels ou allocationnels. Dans le domaine médical, où les LLM soutiennent
la communication et la documentation, ces biais présentent des risques significatifs. Bien que des
études aient exploré les biais de genre et les biais raciaux, celles-ci négligent souvent les autres
déterminants sociaux de la santé (DSS). Cette revue analyse les recherches sur les biais des LLM,
identifie les lacunes concernant les DSS et discute de la nécessité d’un cadre pour les aborder de
manière exhaustive, améliorant l’intégration sécurisée des LLM en santé.

ABSTRACT

Pretrained Large Language Models (LLMs) have transformed Natural Language Processing (NLP)
and daily tasks, outperforming traditional methods in text classification, sentiment analysis, and
translation. Their conversational interfaces such as ChatGPT have democratized access, aiding writing,
coding, and health advice. As they are trained on vast internet texts, LLMs inherit biases, perpetuating
stereotypes that may skew language representations and cause representational or allocational harm.
In the medical domain, where LLMs assist in medical communication and documentation, these biases
pose significant risks, potentially amplifying disparities. While studies have extensively explored
gender and racial biases, they often neglect the other Social Determinants of Health (SDoH) that can
shape health outcomes. This review examines LLM bias research, identifies gaps in the research and
SDoH coverage, and discusses the need for a more comprehensive framework to address these biases,
enhancing the safe integration of LLMs into healthcare.
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1 Introduction

Since the introduction of ChatGPT in 2022 [42], pretrained Large Language Models (LLMs) are
increasingly preferred as a choice for Natural Language Processing (NLP) tasks and general uses.
These models, built on vast datasets of human-generated text, have consistently outperformed traditio-



nal NLP methods across a range of applications, including text classification [16], sentiment analysis
[24], and machine translation [44]. The introduction of the conversation interface of ChatGPT has
also increased the accessibility of this new technology to a wider audience, allowing everyone to use
LLMs to help in their everyday tasks, from drafting emails and coding assistance [2] to seeking advice
on personal health concerns [46]. Pretrained LLMs learn the language patterns from a wide variety of
human-created texts available on the Internet, therefore, they carry the stereotypes and biases hidden
in these texts and propagate the biases in their productions [5]. These biases can be difficult to detect
and evaluate, but they can create “skewed and undesirable association[s] in language representations
which ha[ve] the potential to cause representational or allocational harms” [4].

In the medical domain, where LLMs are increasingly explored for applications like conveying medical
knowledge, assisting communication with patients, and simplifying documentation tasks [7], the
stakes of these biases are markedly higher. Here, biased outputs could directly or indirectly influence
the well-being of real individuals, amplifying existing disparities in healthcare delivery and outcomes.
For instance, an LLM that disproportionately associates certain diseases with specific demographics
based on skewed training data might misguide clinical judgments or patient interactions. Several
studies have begun to probe these issues [41, 54], but they focused primarily on gender and racial
biases in LLMs within medical contexts.

A gap in this research lies in its incomplete coverage of Social Determinants of Health (SDoH), the
multifaceted conditions that influence an individual’s health outcomes, including socioeconomic
status, education, occupation, housing, and access to healthcare [37]. SDoH provide a comprehensive
lens through which to understand a patient’s lived experience, but existing studies on LLM biases
tend to focus narrowly on isolated attributes like gender or ethnicity, overlooking how intersecting
SDoH might compound representational or allocational harms. For example, focusing on gender
bias in LLMs might miss how this bias can be connected to other determinants such as housing and
income level, leading to an incomplete picture of bias in LLMs in healthcare settings.

Thus, this review aims to present current research on bias in LLMs, highlight the gaps, and propose
a discussion on developing a comprehensive framework to address more SDoH-related biases,
contributing to the efforts to integrate LLMs into healthcare applications safely. Current research
on bias in LLM can be grouped into several different tasks. Gallegos et al. [18] argued that bias-
related tasks can be grouped into evaluation and mitigation, with the evaluation task comprising the
identification of bias in LLM through an evaluation corpus and the evaluation of the degree of bias
through an evaluation metric. However, Ducel et al. [15] suggested that the task of identifying bias
related to LLMs in downstream tasks is different from the creation of evaluation corpora, so detection
and evaluation can be seen as distinct in the body of research. Bias in LLMs can be evaluated using
embedding-based, probability-based, or generated text-based metrics, and the different strategies
in evaluation metrics are reported in Section 2. Existing detection methods differ between masked
LLMs and generative LLMs, and are reported in Section 3. For mitigation methods, as bias can enter
LLMs at different stages of the workflow, mitigation methods can be categorized into pre-processing,
in-training, intra-processing, and post-processing methods. These methods are further detailed in
Section 4. Section 5 discusses the current research and the need for a framework encompassing a
wider range of biases in SDoH.



2 Evaluation metrics

The evaluation metrics for bias in LLM can be categorized by what is used from the model to evaluate
[18]. Embedding-based metrics typically use the dense vector representation of words or sentences to
measure the difference between biased and unbiased responses ; probability-based metrics instead
focus on the calculated probabilities to evaluate biases ; and generated text-based metrics look at the
output of the model, conditioned by a prompt, to find patterns of biases.

2.1 Embedding-based metrics

Embedding-based metrics rely on the calculation of distances in the vector space at the word or
sentence level as a means to evaluate biases. Caliskan et al. [6] proposed the Word Embedding
Association Test (WEAT) as a metric to compare the associations between social group concepts
and neutral attributes, using a similarity measure. As illustrated in Figure 1, using cosine similarity
to measure distances in the representational space, the representation of the neutral attribute doctor
is more similar to the representation of the social group concept man than that of woman, while
nurse is closer to woman than to man. The model is said to be biased if the similarity between
the representation of social group concepts and neutral attributes is low, and vice versa. May et al.
[35] and Gou et al. [20] respectively expanded this idea with the Sentence Encoder Association
Test (SEAT) and the Contextualized Embedding Association Test (CEAT) to adapt the metric to
Transformer-based LLMs. However, Gallegos et al. [18] noted that several studies showed there are
no credible correlations between biases in the embeddings and biases in downstream tasks.

FIGURE 1 – Example of embedding-based metrics by Gallegos et al. [18]

2.2 Probability-based metrics

Instead of working directly with embeddings, probability-based metrics provide the LLMs with a
set of sentences and investigate the probabilities of tokens assigned to certain targeted parts in the



sentences. The template for the sentences includes a bias trigger and a targeted part, for example :
"[Trigger] is a [Target]". Figure 2 shows the examples of probability-based metrics.

FIGURE 2 – Examples of probability-based metrics by Gallegos et al. [18]

Masked tokens metrics utilize a template with a bias trigger and a mask token in place of the targeted
part in the sentence, and ask the LLM to replace the mask token. Webster et al. [51] compared the
three most likely candidate tokens for the targeted part for each bias trigger to calculate a bias score,
while Kurita et al. [28] investigated the difference between the cases where only the bias trigger is
masked and where both the bias trigger and the targeted part are masked. In the upper part of Figure 2,
the examples follow the template provided by Webster et al. [51], and the bias score is calculated
by counting the number of filled words significantly associated with one gender in the three top
candidates, and averaged by the total number of templates used.

Meanwhile, pseudo-log-likelihood (PLL) metrics calculate the probability of a token based on all
other tokens in a sentence. Nangia et al. [39] and Nadeem et al. [38] utilized the concept of minimal
pair sentences to create Crowdsourced Stereotype Pairs (CrowS-Pairs) Score and Idealized Context
Association Test (icat) Score, along with the respective datasets of minimal pair sentences CrowS-
Pairs and StereoSet. CrowS-Pairs Score used PLL to evaluate the tendency of a model in choosing
biased sentences, while icat Score measured the capacity of a model in having a meaningful and
balanced tendency of prediction. Kaneko et al. [26] argued that the act of masking the sentences itself
creates biases, and therefore proposed All Unmasked Likelihood (AUL) and AUL with Attention
(AULA) to investigate the probabilities for targeted tokens by providing all information to the model.
In the lower part of Figure 2, Nangia et al. [39] calculate the probability of generating a token given
other words in the sentence to evaluate the models’ preference for biased sentences.

Similar to embedding-based metrics, Gallegos et al. [18] reported that probability-based metrics are
also weakly correlated with downstream tasks and may not capture all forms of bias.

2.3 Generated text-based metrics

Finally, bias can be evaluated using the output of models, by investigating the generated texts from
a given prompt. The generated texts can be evaluated in terms of distribution or lexicon or can be
evaluated by an external classifier for biases, as illustrated in Figure 3. In terms of distributions, using



the same prompt engineer, the terms associated with a social group (male or female) can simply
be counted and compared to the counts from another social group as a means of evaluation ; or the
generated words having male or female terms in the prompt can be compared to a pre-defined lexicon
of biased or harmful words as a measure of bias.

FIGURE 3 – Examples of generated text-based metrics by Gallegos et al. [18]

Distribution-based metrics can evaluate bias in generated texts by comparing the distribution of
tokens associated with one social group to another group. For example, Liang et al. [32] used the
comparisons of the frequency of mentions of social groups in the generated texts to the distribution in
the original data as a measure of bias. Ducel et al. [15] calculated the difference in the distribution of
genders in generated cover letters using a neutral prompt and the amount of misaligned gender in
generated texts using a gendered prompt.

Classifier-based metrics instead rely on another model to classify the generated texts. De-Arteaga et
al. [8] used the "true positive rate gap" to measure gender biases from their BiasinBios corpus, and
the classifier trained on a model must predict the profession of the described person from input texts.

Lexicon-based metrics compare generated words to a defined list of harmful words. Nozza et al.
[40] gave models sentence beginnings such as "Women are good at...", and each text completion is
then classified as offensive or not, and the average of offensive completions obtained for this same
sentence is calculated. Dhamala et al. [10] calculated the number of gendered words in a generated
text using a word list consisting of directly and indirectly gendered words.

Gallegos et al. [18] noted that generated text-based metrics are useful when there is no access to the
training data, probabilities, or embeddings of the models, while also correlating more closely with
downstream tasks. However, generated text-based metrics should be reported with the prompt and
the decoding parameters to ensure clarity because of the potential impact of these parameters on
generated outputs. Furthermore, the authors reported that distribution-based metrics and lexicon-based
metrics might not capture all forms of bias, while classifier-based metrics might introduce biases
from the classifier itself.



3 Detection methods

Bias detection methods are based on using different tasks to uncover stereotypical biases in LLMs.
The most common methods use minimal pairs or question-answer to probe LLMs for bias.

3.1 Detection based on minimal pairs

The previously mentioned corpora CrowS-Pairs [39] and StereoSet [38] are minimal pairs corpora
used for the task of bias detection. CrowS-Pairs focused on pairs of stereotyping and less stereotyping
sentences, while StereoSet created for each sentence a stereotyping, an anti-stereotyping, and a
meaningless sentence. Other minimal pair corpora based on co-reference tasks such as Winobias [47]
and Winogender [57] are also frequently used to detect gender bias in models. However, the methods
based on minimal pairs are more suited to detect bias in masked LLMs. Some examples of the three
corpora are reported in Figure 4.

FIGURE 4 – Examples of minimal pairs corpora by Ducel et al. [14]

3.2 Detection using question-answer

For generative LLMs, several studies have focused on using question-answer to detect biases. Li et al.
[30] proposed a framework called UnQover, using under-specified questions with minimal context to
probe for bias in gender, religion, ethnicity, and nationality. Parrish et al. [43] proposed a benchmark
called Bias Benchmark for QA (BBQ) to identify bias in nine categories : age, disability status, gender,
nationality, physical appearance, ethnicity, religion, socio-economic status, and sexual orientation. Liu
et al. [33] expanded BBQ with open-ended question types. Examples of these corpora are reported in
Figure 5. Several recent research efforts on bias in the medical domain [41, 56, 45] analyze specific
biases of LLMs in clinical tasks. A few other studies [54, 15, 13] focused on generating texts related
to specific use cases, including creating clinical cases, to surface bias related to gender.

4 Mitigation methods

Detecting and evaluating biases in LLMs are only the first steps in dealing with biases. Mitigation
methods are needed to limit the propagation effect of bias in LLMs. Gallegos et al. [18] proposed
a taxonomy of mitigation techniques based on the workflow : pre-processing, in-training, intra-
processing, and post-processing.



FIGURE 5 – Examples of question-answer corpora in [30, 43, 33]

4.1 Pre-processing methods

Pre-processing methods focus on removing bias by improving the quality of training data or modifying
the input. If training data is biased, one possible solution is to balance them with more training
examples with Counterfactual Data Augmentation (CDA) [34, 19]. Data can also be augmented
by selectively filtering out stereotypical data points and including counterfactual examples at the
same time [55]. For example, all sentences containing the words "women" or "men" along with a
stereotypical word can be filtered out, while sentences which are not stereotypical can be augmented
by counterfactual sentences. There are efforts aimed at creating new unbiased datasets by providing
curated examples to crowd workers [12].

With regards to generative LLMs, new methods of mitigation include directly modifying prompts to
avoid biased language [49] or continuous prompt finetuning [53]. Gallegos et al. [18] noted that the
augmenting data can be problematic when dealing with bias in non-binary categories and modifying
prompts have limited effectiveness, but they can serve as a foundation for the constructions of fair
datasets in the future.

4.2 In-training methods

In-training methods modify the training process itself to reduce bias, several of which are illustrated
in Figure 6. Architecture modification methods can include introducing a new adapter layer between
original layers and only updating these layers during fine-tuning [29], or creating an ensemble model
by concatenating outputs from an additional encoder for less favoured social groups to the original
outputs from the encoder before passing to decoder [21]. Loss function modifications can directly
modify the embeddings or the attention layer of the model by customized loss function to lower
attention to biased social groups [53, 17, 48] ; or using contrastive/adversarial/reinforcement learning
[31, 22, 3]. Selective parameter updates freeze the majority of the weights and only fine-tune a
selected few layers to minimize forgetting. Filtering parameters methods deal with selectively pruning
some weights based on a debiasing objective.



FIGURE 6 – Examples of in-training mitigation methods illustrated in Gallegos et al. [18]

Gallegos et al. [18] noted that in-training methods can be computationally expensive and can lead to
catastrophic forgetting.

4.3 Intra-processing methods

Intra-processing methods aim to avoid the problems of in-training methods by only modifying
the behaviours of pre-trained models without fine-tuning or continuous pretraining. Several efforts
focused on constraining next token prediction via prohibiting tokens from an offensive list [52]
or via comparing with safe phrases [36], or creating modules for removing different sets of biases
at inference time [23]. For example, if a sentence starts with "Women are" and the next highest
probability token is "bad", the generation can be directly restarted ; or several modular networks that
are trained to detect bias in different categories, such as gender or ethnicity, can be used to filter the
outputs of LLM. These methods can avoid decreasing the performance of pre-trained models, but
they rely on finding a good balance between bias mitigation and diverse text generation [18].

4.4 Post-processing methods

Post-processing methods refer to directly processing the output of models. These methods aim to
work with all models, especially commercial models, where there is no access to training data or
architecture. To mitigate bias in the output of models, several studies aimed at identifying bias, then
rewriting the outputs via keyword replacement [11], or via a machine translation task [1]. Figure 7
shows an example of mitigating the biased generated sentences via replacing the biased keywords
mothers with parents, or via using a neural machine translation model trained in inclusive language
to return a sentence using the neutral pronoun they instead of he.

Gallegos et al. [18] noted that post-processing methods can be used on all models, but they are
dependent on having a good and balanced parallel corpus for the rewriting models.



FIGURE 7 – Examples of post-processing mitigation methods in Gallegos et al. [18]

5 Bias in the medical domain

Recent research has started to explore bias in autoregressive large language models (LLMs) for
clinical applications. Vicente et al. [50] found that biases in generated texts can persistently influence
users, potentially leading to allocational harm for patients from diverse backgrounds. For evaluation,
Omiye et al. used question-answer probing to detect race-based biases in LLMs [41], while Poulain
et al. evaluated race and gender combinations through clinical case-based question-answer datasets
[45]. Zack et al. and Ducel et al. prompted LLMs to generate clinical cases, revealing significant
disparities in gender and ethnicity proportions in generated texts when compared to real-world data
[54, 13]. Zhang et al. explored intrinsic bias by analyzing associations between names and race-gender
combinations, and extrinsic bias via measuring the change in diagnosis prediction performance when
incorporating gender and race in the input [56]. Examples from these studies are illustrated in Figure 8.
While these studies advanced bias analysis in medical downstream tasks, they focus primarily on
ethnicity and gender. Among these studies, Zhang et al. [56] was among the first to push for using a
combination of SDoH to study bias in LLMs, but limited their scope to two SDoH. Tasks like patient
record analysis, which involve a broader range of SDoH, remain underexplored in current research.

6 Discussion and Conclusion

Despite a body of research on the subject of bias in LLMs, there exist certain gaps that were raised
[18, 14, 13]. These studies identify four key limitations in the current literature.

Focus on masked LLMs Research on bias predominantly centers on masked LLMs, such as those
inspired by BERT [9]. Despite being better equipped to deal with bias, masked LLMs lack the
versatility of generative LLMs, which are increasingly commercialized and widely adopted across
domains, including healthcare. While efforts to detect, evaluate, and mitigate bias in generative
LLMs show promise, these advances lag behind the rapid integration of such models into real-world
applications, heightening the risk of bias propagation.

Narrow scope of biases studied Existing studies primarily explore biases related to gender, ethni-
city, and religion, often overlooking the broader spectrum of SDoH. Factors such as socioeconomic



FIGURE 8 – Examples of different bias evaluation methods utilized in the medical domain from
[41, 45, 54, 13, 56]

status, education, occupation, housing stability, and access to healthcare are key drivers of health
outcomes but are rarely examined comprehensively in the study of bias. Parrish et al. [43] and other
expansions [33, 25] used question-answer to study biases in a wide range of determinants, but the
determinants are still evaluated separately and not in combination. Efforts in evaluating models com-
prehensively such as Kumar et al. [27] are re-using different benchmarks developed before the rise of
LLM together, instead of finding a way to address this lack of scope. This narrow scope may fail to
capture the intersectionality of biases. For instance, a low-income individual from a marginalized
ethnic group might face compounded misrepresentation that a gender-only analysis would likely
miss. In medical contexts, this incomplete picture risks perpetuating disparities by ignoring how these
interconnected factors shape patient experiences and clinical decision-making.

English and U.S.-centric research The majority of bias research in LLMs is conducted using
English-language datasets and reflects U.S.-centric cultural norms. This linguistic and cultural bias
limits the applicability of findings to non-English-speaking populations and different cultural contexts,
which is particularly problematic in healthcare. For example, biases in LLMs trained on U.S.-centric
data might not account for regional health disparities in France, potentially leading to misinformed
outputs when applied in multilingual or international medical settings. Efforts to adapt datasets to
languages like French through machine translation may inadvertently introduce additional biases.

Limited but promising start in medical applications While theoretical advancements in bias
detection and mitigation are valuable, their translation into practical, domain-specific solutions
remains limited, as reported by [18]. In the medical domain, where LLMs can assist with tasks like
patient communication, medical education, and documentation [7], biased outputs carry significant



consequences. Several recent research efforts on bias in the medical domain [41, 54, 56, 45], analyze
specific bias of LLMs in clinical tasks, but in English. Ducel et al. [13] is so far the first effort in
studying bias in medical texts in the French language.

These gaps reveal broader challenges in studying bias across all SDoH and applying findings to
the medical domain. The sheer size and non-open-source nature of modern LLMs complicate bias
analysis, as they narrow down the possible choices of methods for detection, evaluation, and mitigation
of bias. Additionally, the need for privacy in handling medical data, regulated by the GDPR in Europe,
restricts access to representative datasets that could help reveal SDoH-related biases. To address these
challenges, there is a need to leverage suitable existing methods in a more comprehensive framework
to detect and evaluate biases across a wide range of SDoH in both commercial and open-source
LLMs, tailored specifically to medical applications and for the French language. One possible solution
could be to utilize the methods that work directly with the generated outputs of LLM in the medical
domain to surface biases in a wide range of SDoH, then evaluate these biases both individually and in
combination. This solution might complement the works that were set out by Parrish et al. [43], Liu
et al. [33], and Jin et al. [25] in terms of working with a wide range of SDoH, and by Ducel et al. [13]
in terms of working with medical data, to further advance the body of research on the study of bias.
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